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ABSTRACT

With the rapid development of socialist economgrelare many financial payment tools in our lifegls as various credit
cards issued by financial institutions. Although é@mergence has brought us a lot of conveniendeathihe same time
there are certain disadvantages. In recent yedrs,drime of credit card swindler is increasing yéwryear. In view of
whether there is a fraud in the credit card, thégppr uses SMOTE algorithm to balance the unbalame¢d. Again using
Logistic regression analysis algorithm, XGBoostaaithm respectively, KNN algorithm with UCI datat deefault of

credit card clients data analysis and research,niuhat under the unbalanced data sets of diffemrturacy of

classification algorithms, among them, XGBoost athm and KNN algorithm have higher accuracy resudind are

suitable for the classification of this data set.

KEYWORDS:Credit Card Fraud
INTRODUCTION

Credit card fraud, mainly from credit card risk] fthe credit card fraud risks with its bad sociapict, brings enormous
economic losses, and growing as the Internet tdobwp all kinds of system increasingly complex fi2¢ good
concealment, credit card fraud in the present morhes a wider stage, and gradually became theanetsiron the
development of Banks and card issuers of credi iratustry's leading adverse factors, It becomeagrgent problem to be
solved by relevant institutions and scholars. Tiees this paper uses machine learning [2] to areagnd study credit

card fraud detection.

FRAUD DETECTION
Algorithm Theory
SMOTE Algorithm

SMOTE data balance. [3] Synthetic minority clasersampling technology, which is an improved schdrased on
random oversampling algorithm, because random awgsing adopts the strategy of simply copying s&spb increase
minority class samples, it is easy to produce ttoblem of model over fitting, even if the informati learned from the
model is too Specific rather than General. Thedmsa of SMOTE is to analyse a few sample andaaddw one to the

set. Its calculation principle is shown in Formiila
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X = x+ rand (0, 1)x (X = x) W

= new

Logistic Regression Analysis

Logistic regression analysis. p}-Also known as logistic regression. Logistic reggion analysis method is a kind
nonlinear regression to analyze the probabilitthe independent classification data type statistigethod, applicable t
the dependent variable as classification variaftigsary classification or multiple classificationye independent variles
or continuous variables for classification, andvariance of data and normality does not make sige@fuirements, an
therefore is widely used in different fields [5]hi$ algorithm can be used for both classificatiod aegression, but is
widely used for classification. The advantage & the calculation cost is not high, easy to understartiaplement. Thi
disadvantage is that it is easy to fit and thesifasition accuracy may not be high. Applicableadgtpes: numerical ar

nominal data. Its calculation principle is showrFormula :.
p = ¥V 1+ e(atax+ax+-+01122....anxn) (2)
XGBoost Algorithm

XGBoost is a tree integration model that combinadtiple weak classifiers into one strong classifiéf. XGBoost
combines the prediction results of multiple treegroves the generalizatiobility of the model, can automatically lee
the processing strategy of missing values, and tadibye strategy similar to random forest to sangd&a, aiming tc
achieve high efficiency, flexibility and portabifit[8] Make the predicted results more urate. Its advantages are hig
precision, more flexibility, parallel approximatiahgorithm, which can be used to generate candgidenentation point

Its calculation principle is shown in Formula 3

K (3

Knn Algorithm

KNN algorithm is a simplend classical machine learning classification metfithe samples are classified by measu
the distance (usually using Euclidean distancejrailarity between the samples to be classified thedsamples of know
categories [10]. KNN classification gorithm indicates that any sample is representedk meighbors closest to

According to the distance distribution between titagning sample and the nearest neighbor sampdethtteshold with |
certain confidence level is determined [11]. Is@ennature method in theory simple and easy to use, asgderstanc

high precision, mature theory. [12]
Confusion Matrix

The obfuscation matrix provides more knowledge aliba performance of our model, it provides infotima about
correct and incorrectlassification, and it allows us to identify erro&o that the information is more accurate. Figu

shows how the confusion matrix is form
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The Experiment Design
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Figurel: Formation of Confusion Matrices.

Any kind of fraud isharmful to the society, and with the increasingedepment of science and technology, there are |

and more credit card fraud, but there are still yndifficulties in the study of credit card fraudhi§ study compares tt

accuracy of six data mining ethods in predicting the probability of delinquerfoy the case of customers in Taiw.

From a risk management point of view, the resuktsifmating the predictive accuracy of the probghbdf default will be

more valuable than the binary result otegorization -trusted or untrusted customers. Since the truegibty of default

is unknown, this study proposes a novel "rank shiagtmethod" to estimate the true probability ofaddt. Taking the

actual probability of default as the responseable (Y) and the probability of default predictias the independe

variable (X), the simple linear regression res(MsA+BX) show that the prediction model generatgdabtificial neural

network has the highest determination coefficietie regressin intercept (A) is close to zero, and the regres

coefficient (B) is close to 1. Therefore, among $ite data mining technologies, artificial neuratwerk is the only ont

that can accurately estimate the real probabifiyedault

Figure 2 shows thmethod and design of this experim

Machine Data
L learning -t !
detection B c55ng

Adjust the
parameters

| () e

YES
Y

Extract
relevant
results

Y

Get the results of
the experiment

Figure 2: Experimental Design.
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The Data Processing
Variable Selection

The binary variable default payment (yes = 1, Md) was used as the response variable in this sfidy.study reviewed

the literature and used the following 23 varialale®xplanatory variables, as shown in Table 1:

Table 1: Explanatory Variables

Characteristic Content Annotation Data Sources
Given Credit Limit | Includes personal consumption credits and
X1 (NTD) his/her fa?nily (supplementgry) credits. UCI dataset
X2 sex 1 = male; 2 = female UCI dataset
. 1 = Graduate School; 2 = University; 3 = High
X3 education School: 4 = Other Y 9" ucl dataset
X4 marital status 1 = Married; 2 = Single; 3 = Other UCI dataset
X5 Age (year) UCI dataset
X6 = Repayments in September 2005; X7 =
History of past Repayments in August 2005; X11 =
payments. We track Repayments in April 2005. The repayment is
X6 - X11 past monthly _ measured by: -1 = repayment on time; 1 = UCI dataset
repayments (April- | payment delay of one month; 2 = payment
September 2005) asdelay of two months; . . . . ; 8 = Payment delay
follows: of eight months; 9 = Payment delay of nine

months or more.

X 12 = September 2005 statement amount; X
13 = August 2005 statement amount;. ..; X 1]
Bill amount for April 2005.

7 —
X12-X17 Bill amount (NTD). UCI dataset

The amount of the | X 18 = Amount paid in September 2005; X 19
X18-X23 last payment = amount paid in August 2005;. ..; X 23 = UCI dataset
(NTD). amount paid in April 2005.

The Data Collection

The data set was selected from the Default of €@did Clients data set of UCI. This data set Hag@dumns, 23 of
which are the characteristics of the data set (XX23), and the column variable Y is the categalyel. Since the
dimensionality of each feature of the data is défe, the data set is first standardized usingdatahScaler (), as shown in

Figure 3, and variable "ID" and class-related @dataeliminated during the standardization.

array ([[-1.13672015, 0.81016074, 0.18582826, ..., -0.30806256,
-0.31413612, -0.29338206],
[-0.3659805 , 0.81016074, 0.18582824, ..., -0.24422965,
-0.31413612, -0.18087821],
[-0.59720239, 0.81016074, 0.18582826, ..., —0.24422965,
-0. 24868274, -0.01212243],
[-1. 05964618, —1.23432296, 0.18582826, ..., —0.03996431,
-0. 18322937, -0.11900109],
[-0. 67427636, -1.23432296, 1.45111372, ..., -0.18512036,
3.15253642, -0.19190359],
[-0. 90549825, —1.23432296, 0.18582826, ..., —0.24422965,

-0. 24868274, —-0.23713013]])
Figure 3: Standardized Data.
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Data Standardization

The new standardized data set data X was obtaitedstandardization, and the correlation visugiizatest was carried
out on the standardized 23 variable data, and dheslation between data was further analyzed bwidiga the thermal

diagram of relational coefficients. As shown in Fi; it can be seen from the output thermal diagifzemh there are very
conspicuous dark parts along the way, indicatirag there is an obvious local linear correlationasstn variables in this

data set, such as strong linear correlation bet€eK11 and X12-X17.
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Figure 3: Correlation Analysis Plot of 15 PrincipalComponents (No Dimensionality Reduction).
Data Dimension Reduction

Direct use of original data for modeling may affdwt stability of the model. To solve this problesmincipal component
analysis can be used to reduce the dimension afatat extract its main components for the estabksit of the model.
The fit_transform method of PCA () was used to cedihe dimensionality of the standardized dataaset,the first 1 and

the first principal component were selected toine®®.7% of the information in the original data.
Data Correlation Processing

After dimensionality reduction of the data set iinpipal component analysis, there is no lineaatiehship between the
15 principal components. In order to increase ttmuacy of the classification model, we first drakhermal diagram to
test the linear correlation between the 15 pridagjeanponents, as shown in FIG. 5. Before estaligshine classification
model, we need to judge whether the sample datdassification variables are balanced or not. Aoserimbalanced
sample data will lead to a large probability thet trained model will output the category with eganumber, which will

make the model have a strong bias, thus reduciagaticuracy of classification. In order to improfe taccuracy of

classification model. It can be seen from FIG. & the number of samples in this data set is nanbad ZHE 4 .
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Figure 4: Correlation Analysis Plot of 15 Principal Components (Dimensionality Reduced).
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Figure 5: Fraud Classification Histogram.

Data Balancing

When dealing with the problem of category imbalaticean only be processed on the training setpnahe test set, so it
is necessary to slice the data set first. 20% @f3h,000 solar calendars were taken as the tegi petform data cutting,
as shown in Table 2. As can be seen from Tablae€data instances in the training set are seriawshalanced. If the
unbalanced data sets are directly used for claatifin training, the results of the model will bleser to the large
category, resulting in high accuracy. In order ®kmthe model more accurate, we use SMOTE overisantp balance

the data.

Balance the training data using FIT_sample () inCBM. According to the result, after the balance, sample

number of 1 and 0 is 18,661, and the class withdgginal cases has been sampled, as shown in Bable

Table 2: Cut the Training Dataset by Categorical Vaiables

0 1
Data 18661 5339
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Table 3: Over-Sampling Equilibrium

The numbenf data collected b 0 1
SMTO

Training Set 18661 18661
Test Set 4703 4703

Experiments and Results

Here, this paper uses Logistic regression analy&boost algorithm, KNN algorithm to classify theedit card frauc
detection, also use SMOTE ddtalance and confusion matrix to judge the predictioor, by the accuracy and recall «

calculated by each algorithm to find the best atbor.
Classification of Credit Card Fraud Detection Basedon Logistic Regression Analysis

The experiment uses Pyin to analyze the default of credit card client§ HE UCI dataset by using the existing SKLe
machine learning library, and then classifies th®niogistic regression analysis to further calculdte predicted value
of feature vectors. Finally, theonfusion matrix is visualized to judge the preidicterror. The specific results are showt
Table 4 and Figure 7. The accuracy calculated gy riethod is 74.13%, but the recall rate is onlyl2@o. In the
confusion matrix, the position 00 repres 5565 bank cards without fraudulent behavior, amdntiodel predicts that 55¢
bank cards have no fraudulent behavior. Positiomeptesents 1446 bank cards without fraudulent \ielg while the
model predicts that 1146 bank cards have fraudidehtwors. The position 10 represents that there are21c88ds tha
are not fraudulent, but the model predicts thaB2 ,8ards are fraudulent. The position 11 repredbats4145 bank carc
are actually fraudulent, and the model also prsdicat 4145 bancards are fraudulent. It can be seen from the ¥
confusion matrix that Logistic accuracy is not higliough and recall rate is relatively low, so in suitable for th

classification calculation of this data

Table 4: Logistic Classification Results

AUC 0.72248324062188
ACC 0.72248324062188
Recall 0.7012138068749109
F1-score 0.7378320901444214
Precesion 0.7413700590234306

Confusion matrix

2

Authentic labels

08

Forecast labels

Figure 6: Logistic Regression Analysis Confuse Matrices
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Credit Card Fraud Detection is Classified Eased on XGBoost Algorithm

The default of credit card clients in THE UCI dathis analyzed using the Existing SKLearn machaarling library ir
Python. XGBoost algorithm is used to classify tleéadlt of credit carclients, and the predicted values of feature ver
are further calculated. Finally, the confusion rixais visualized to judge the prediction error. Tiesults are shown
Table 5 and Figure 8.

Table 5 shows that the accuracy of the optimized inegration model is up to 85.76%, and the regressitmis
further improved to 75%. Due to the limited amoahtlata in the Default of Credit Card Clients dsés, there is no we
to continue to optimize the accuracy due to magettons. Figure 8 shcs that in the confusion matrix, the position
represents 4046 bank cards without fraudulent helgwand the model predicts that 4046 bank casd® Imo frauduler
behaviors. Position 01 represents that 562 bardsdzave no fraudulent behaviors, \e the model predicts that 562 bz
cards have fraudulent behaviors. Position 10 repteshat 1161 bank cards have no fraudulent befsviut the mode
predicts that 1161 bank cards have fraudulent belsavlhe position 11 represents 3505 bank cwith real fraudulent
behavior, and the model also predicts 3505 banttscaith fraudulent behavior. It can be seen from\isual confusiol
matrix that XGBoost algorithm has significantly hay accuracy and recall rate than Logistic algarjtivhich issuitable

for the classification calculation of this data.

Table 5: XGBoost Algorithm Classification Results

train-logloss testdogloss
0 0.54775 0.5903"
1 0.45987 0.5385¢
2 0.39666 0.5040¢
3 0.34791 0.4796¢
4 0.30811 0.4614¢
5 0.27856 0.4514¢
6 0.25317 0.4439:.
7 0.22936 0.4299:
8 0.20864 0.4175¢
9 0.19367 0.4169¢

Authertic labes

ot

o

Forecast labels

Figure 7: XGBoost Algorithm Classification Confusion Matrices.
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This Paper Classifies Credit Card Fraud DetectiorBased on KNN Algorithm

The experiment was implemented using Python, amexisting SKlearn machine learning library wasduseanalyze th
default of Credit card Clients in the UCI dataset,as to further calculate the predicted value aowiracy of featur

vectoss. The specific results are shown in Table 6 agdréi9

Table 6 shows that the accuracy of the optimized integration model is up to 82%, while the regjegsrate is
further improved to 98.6%. Due to the limited amboindata in the Default (Credit Card Clients data set, there is no
to continue to optimize the accuracy due to magettons. Figure 9 shows that in the confusion imatine position O(
represents 18,660 bank cards without fraud, andantbael predicts that 18,660 bank ¢s have no fraud. The position
01 indicates that there is no fraudulent behaviarie bank card, while the model predicts thateliefraudulent behaw
in one bank card. Position 10 represents that therd 530 bank cards with no fraudulent bior, but the model predicts
that 1530 bank cards have fraudulent behavior. jdsition 11 represents that 17,131 bank cardscuallyy fraudulent
and the model also predicts that 17,131 bank caneléraudulent. It can be seen from the visual esicn matrix that the

ACCURACY and recall rate of KNN algorithm are obwaby high, which is suitable for the classificatioalculation of
this data set.

Table 6: KNN Classification Results

V1 V2 V3 V4
Accuracy 0.82 37322
Macroavg 0.8¢ 0.82 0.82 37322
Weighted ayg 0.8: 0.82 0.82 37322

Confusion matrix

17500

15000

o

12500

Actnentic  labels

Forecast |abels

Figure 8: Confusion Matrix Under the KNN Classification.

CONCLUSION

This paper analyzes and studies the Default of iCoedd Clients data in the UCI dataset and fithat the accuracy of

different classification algorithms varies undeg tinbalanced dataset, as shown in Tal

Table 7: Accuracy of the Different Algorithms

Accuracy Recall Suitable for Unpqlan_ced
Dataset Classificatiol

Logistic Regression 74.13% 70.12% NO

Analysis Algorithm

XGBoost Algorithm 85.76% 75% YES

KNN Algorithm 82% 98.6% YES
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Finally, this paper studied the Logistic regressamalysis, XGBoost algorithm, Knn algorithm andestimachine

learning algorithms. The results show that XGBaagbrithm has a higher accuracy of 85.76%. Thellreate of KNN

algorithm was 98.6%. Because this paper uses mgoyitams, but did not reach 100% accuracy. Butavalso trying to

get better accuracy. Even higher results can béwasth if more data can be obtained for experimamis computer

algorithms are used, which will be tested in futwaek.
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